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Assumptions:
© N identical individuals, arbitrary local rule
@ Independent information
© Aggregation of individual decisions
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Sequential decision aggregation: Outline

© Setup & Literature Review
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Assumptions:
© N identical individuals, arbitrary local rule
@ Independent information
@ Aggregation of individual decisions

Group decision rule = SDA algorithm
decision as soon as g nodes report concordant opinion
fastest node decides for network (g = 1)
network agrees with majority decision (g = [N/2])
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Setup & Literature Review

Assumptions:
© N identical individuals, arbitrary local rule
@ Independent information
© Aggregation of individual decisions

Group decision rule = SDA algorithm
decision as soon as g nodes report concordant opinion
fastest node decides for network (g = 1)
network agrees with majority decision (q = [N/2])
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Literature review #2
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For decentralized detection, with conditional independence of observations:

o Tsitsiklis '93: Bayesian decision problem with fusion center. For large
networks identical local decision rules are asymptotically optimal
@ Varshney '96: on non-identical decision rules with g out of N,
@ threshold rules are optimal at the nodes levels
@ finding optimal thresholds requires solving N + 2V equations

o Varshney '96: on optimal fusion rules for identical local decisions, “q

out of N is optimal at the fusion center level
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Literature review #1
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Social networks
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networks. Working Paper 14040, National Bureau of Economic Research, May 2008
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Literature review #2

Sequential Decision Aggregation

For decentralized detection, with conditional independence of observations:

o Tsitsiklis '93: Bayesian decision problem with fusion center. For large
networks identical local decision rules are asymptotically optimal
@ Varshney '96: on non-identical decision rules with g out of N,
@ threshold rules are optimal at the nodes levels
@ finding optimal thresholds requires solving N + 2V equations

o Varshney '96: on optimal fusion rules for identical local decisions, “q
out of N is optimal at the fusion center level

Contributions today
o arbitrary decision makers (rather than optimal local rules)
© sequential aggregation (rather than “complete” aggregation)
o scalability analysis of accuracy / decision time
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Today's Outline

© SDA: analysis of decision probabilities
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: Intermediate events
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Sequential decision aggregatiol

Count

Model of sequential decision maker
Sequential decision maker (SDM)
pilj(t) := Probability “say H; given H;" at time t

+oo
Pijj = Z piyi(t),
t=1

oo
E[TIH] =" t(pyi(t) + poi(t))

t=1

Fraction
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: Intermediate events
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Sequential decision aggregatiol
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> Time

@ aggregate states and divide in groups characterized by count
@ calculate the probability of transition between the different groups

@ characterize two states for network decisions Hp and Hj

8/ 16
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Sequential decision aggregation: Computational approach

as function of SDM decision probabilities {pj;(t)}cen,
compute SDA decision probabilities {pj;(t; N, q)}ten
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Sequential decision aggregation: Computational approach

as function of SDM decision probabilities {p;(t)}ten,
compute SDA decision probabilities {p,U(t; N, q)}ten

General result: g out of N decision probabilities

(51 «/ng)a(t — 1,50, 51) (¢, S0, 51)

IN/2)

i Z ( )u(t—l s)Bii(t.s)

As function of t and sizes, formulas for a, 3, @, and 3
computational complexity linear in N
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Sequential decision aggregation: Computational approach

as function of SDM decision probabilities {p;;(t)}cen,
compute SDA decision probabilities {pjj;(t; N, q)}ten

General result: g out of N decision probabilities

-1 q-1
PN @) =D (51+5) = 1,50, 51)B;;(t, 50, 51)

50=0 1=
LN/2]

+ Z (2’)(1&—1 5)3 (t,s)
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lllustration of results

Plsay H,IH,]

Expected Decision Time Probability of correct decision

o (Hy:p=0)and (Hy:p=1)
o SPRT with pr = pp = 0.1
o Gaussian noise A'(11,0), o =1 and pu € {0,1}
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Today's Outline

© SDA: scalability analysis of accuracy/decision time
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Asymptotic results for the Fastest rule
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Nlim E[T|Hh, N, fastest] = earliest possible decision time
—00

= tmip = min{t € N | either py3(t) # 0 or poj1(t) # 0}

0, if p1j1(tmin) > Popr(tmin)
1, if pya(tmin) < Popr(tmin)

Nlim poj1(N, fastest) = {

@ SDA accuracy is function of (SDM probability at tmin),

not of (SDA cumulative probability)!
@ hence, SDA accuracy is not monotonic with N
@ hence, SDA accuracy is unrelated to SDM accuracy for large N
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Asymptotic results for the Fastest rule

Nlim E [T |Hi, N, fastest] = earliest possible decision time
—o0

= tmin = min{t € N | either py|;(t) # 0 or py;1(t) # 0}
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Asymptotic results for the Majority rule

13aug2010

Assume pyj; > poj1 and define

= max{t € N | pys(0) + -~ + pi(t) < 1/2},
min{t € N | py3(0) + - + paa(t) > 1/2}

. L 1
Nlinm]E T|Hy, N, major/ty} = E(t<% +it1+ 1)
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Asymptotic results for the Majority rule Lessons learned about SDA

Accuracy

Fastest SDM accuracy at tmin

Expected decision time
Assume pyj; > poj1 and define

earliest possible decision time tm;,

= max{t € N | py1(0) +--- + pya(t) < 1/2},

Majority || exponentially better than SDM
i=min{t € N| py3(0) +--- + pyu(t) > 1/2}

average of half-times t_y,t.1
Py

Comparison: Fastest vs. Majority

A}ianE[T\Hl,N, majon'ty} = %( L tE +1)

Monotonicity with group size and, as N — oo

———

Probabil
of wrong decision

20 %0 W0 —Fastest e
Number of decision makers _MWWMJ

0, if pop < 1/2
poj (N, majority) — 1 if pop > 1/2

Expected number
of observations

N/(QW)(“Pou)f%l if pop < 1/4
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A fair comparison
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Conclusions and future directions

@ to compare different thresholds, re-scale local accuracy

@ the group accuracy is now same (eg, low or high)

@ compare the decision time . « . -~
& fundamental understanding of “sequential aggregation

Network accuracy 0.9 Q applicable to broad range of agent models, eg, mixed networks

ey ] @ applicable to family of threshold-based rules

@ tradeoffs in fastest vs majority

network accuracy= 0.995

Q role of time in sequential aggregation

© models with heterogeneous agents

@ models with interactions between agents
for most cases rnajorlty rule is best . © models with correlated information
for some small inaccurate networks, fastest rule is best

Q@ how to use this analysis for design
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