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‘What kind of systems?
Groups of agents with control, sensing, communication and computing
Each individual

o senses its immediate environment

@ communicates with others

e processes information gathered

o takes local action in response

i
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Able to
o forage over a given region
o assume specified pattern
o rendezvous at a common point
o jointly initiate motion/change direction in a
synchronized way

Species achieve synchronized behavior
o with limited sensing/communication between individuals
@ without apparently following group leader
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Embedded robotic systems and sensor networks for X : .
Y What useful engineering tasks can be performed

@ high-stress, rapid deployment — e.g., disaster recovery networks o . o .
with limited-sensing/communication agents?

e distributed environmental monitoring — e.g., portable chemical and

biological sensor arrays detecting toxic pollutants Dy papaics simple interactions give rise to
o aut us ling for biological applications — e.g., monitoring of rich emerging behavior .
species in risk, validation of climate and oceanographic models Feedback rather than open-loop computation
for known /static setup
e science imaging — e.g., multispacecraft distributed interferometers flying Information flow who knows what, when, why, how,
in formation to enable imaging at microarcsecond resolution dynamically changing

Reliability /performance  robust, efficient, predictable behavior

How to coordinate individual agents into coherent whole?

systematic methodologies to design and analyze
perative strategies to control multi-agent systems

Sandin National Labs  UCSD Scripp: MBARI AOSN NASA

Optimization Methods Geometry & Analy

o resource allocation o computational structures
Design of provably correct coordination algo-
rithms for basic tasks

o geometric optimization differential geometry

o load balancing nonsmooth analysis
Formal model to rigorously formalize, analyze,

and compare coordination algorithms

Control & Robotics Distributed Algorithms
Mathematical tools to study convergence, st o algorithm design o adhoc networks
bility, and robustness of coordination algorithms ) ) -

o cooperative control o decentralized vs centralized

o stabi!

y theory o emerging behaviors

Coordination tasks
exploration, map building, search and rescue,
surveillance, odor localization, monitoring, distributed sensing




@ intro to distributed algorithms
(graph theory, synchronous networks,

Distributed Control and averaging algos)

of Robotic Networks @ geometric models and geometric
AMthematical Approach A

o Motion Coordination Algorithms: optimization problems

@ model for robotic, relative sensing
networks, and complexity

boundary estimation
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Distributed Control of Robotic Networks.
Applied Mathematics Series. Princeton
University Press, 2009. Available at
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Objective
@ meaningful + tractable model
@ feasible operations and their cost

@ control/communication tradeoffs

@ algorithms for rendezvous, deployment,

@ Models for multi-agent networks

@ Rendezvous and connectivity maintenance

o Maintaining connectivity
o Circumcenter algorithms
@ Correctness analysis

o Time complexity analysis

@ Deployment
@ Multi-center functions

Geometric-center laws

o
o Peer-to-peer
o

Laws for disk-covering and sphere-packing

@ Summary and conclusions

A uniform/anonymous robotic network & is
0I=1{1 ; set of unique identifiers (UIDs)
@ A={Al};c;, with Al = (X, U, f) is a set of physical agents
@ interaction graph

Disk, visibility and Delauney graphs
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Relevant graphs
@ fixed, directed, balanced
@ switching
@ geometric or state-dependent
(-]

random, random geometric

communication schedule
communication alphabet

message-generation function

o
=]
@ sct of values for logic variables
o
o

state-transition functions

@ control function

Transmit
and

Message model
@ message
@ packet/bits
@ absolute or relative positions
@ packet losses

T = {te}eer, C Rxo
L including the null message
w

msg: Tx X xWxI—1L
stf: Tx W x LN — W
ctrl: Ryo x X x W x LN U

Update
processar

Locally-connected first-order robots in B?  Sgig
e n points 21, ..., 2 in RY, d > 1
e obeying i‘[’](l) = u[’](l). with ull € [~ tmax: Umax)
o identical robots of the form

(R, [~ ttimax, thmax] L R, (0, €1, . ., €4))

@ each robot communicates to other robots within

Variations
@ Sp same dynamics, but Delaunay graph
@ Sup: same dynamics, but r-limited Delaunay graph
Q S

same graph, but nonholonomic dynamics

e Coordination tz

Sk is (W, T) where T: XY x WY — {true, false}
Q Logic-based: achieve consensus, synchronize, form a team

@ Motion: deploy, gather, flock, reach pattern

@ Sensor-based: search, estimate, identify, track, map

e For {S8.7,CC}, define costs/complexity:
control effort, ¢ i packets, comp ional cost

» Time complexity to achieve T with CC
TC(T,CC, 20, wo) = inf {¢] T(a(t), w(ty)) = true, for all k > }
TC(T.CC) = sup { TC(T,CC.z0,w0) | (0, w0) € XV x WV}
TC(7) = inf { TC(7.CC) | CC achieves T}
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@ Maintaining connectivity
o Circumcenter algorithms
o Correctness analysis
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Objective:

achieve multi-robot rendezvous; i.c. arrive at the same location of space,

while maintaining connectivit

References
@ H. Ando, Y. Oasa, 1. Suzuki, and M

algorithm for mululv robots with limited »mlnhl) IEEE Tnunrulunn on Robotics and
Automation, 15(5 1999

7. Lin, M. Broucke, and B. Francis. Local control strategies for groups of mobile
autonomous agents. IEEE Transactions on Automatic Control, 49(4):622-629, 2004

@ P. Flocchini, G. Prencipe, N. Santoro, and P. Widmayer. Gathering of asynchronous
oblivious robots with limited visibility. Theoretical Computer Science, 337(1-3):147-168,
2005

@ J. Lin, A. S. Morse, and B. D. O. Anderson. The multi-agent rendezvous problem. Part 1
The synchronous case. SIAM Journal on Control and Optimization, 46(6):2096-2119, 2007

@ J. Cortés, S. Martinez, and F. Bullo. Robust rendezvous for mobile antonomous agents via
proximity graphs in arbitrary dimensions. [EEE Transactions on Automatic Control,
51(8):1289-1298, 2006

9

§; Martiner, F. Bullo, 1. Cortés, and E. Frazzoli. On synchronous rbotic networks ~ Part It

Time and dep n IEEE Conf. on Decision and
Control and European Control Conference, phges 8313 S518, Seville, Spain, Decomber 2005
A. Ganguli, J. Cortés, and F. Bullo. Multirobot rendezvous with visibility sensors in
nonconvex environments. IEEE Transactions on Robotics, 25(2):340-352, 2009

Blindly “getting closer” to neighboring agents might break overall connecti
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Definition (Pairwise connectivity maintenance problem)

Given two neighbors in Gaisk(r), find a rich set of
control inputs for both agents with the property that, after moving,
both agents are again within distance r

Design constraint sets with key properties
o Constraints are flexible enough so that network does not get stuck
o Constraints change continuously with agents’ position

r-disk connectivity visibility connectivity

Definition (Connectivity constraint set)

Given a group of agents at positions P = {pltl,... pl"} ¢ RY

L=

pb(£)) <7, and remain in ball of radius /2 (connectivity set),
then dist(pl(£ + 1), plil(¢ + 1)) <r

If dist(pl(£),

The constraint set of agent i with respect to P is intersection of
pairwise connectivity constraint st




Given nonconvex Q C R2, contraction is Q5 = {q € Q | dist(q, dQ) > 5}

Pairwise connectivity maintenance problem:
Given two neighbors in Guiw-disk @y, find a rich set of
control inputs for both agents with the property that, after moving,
both agents are again within distance r and visible to cach other in Qs

ible robots ility pairwise constraint set

for cach pair of

@ Models for multi-agent networks

@ Rendezvous and connectivity maintenance

@ Maintaining connectivity
o Circumcenter algorithms
o Correctness analysis

o Time complexity analysis

@ Deployment

@ Multi-center functions

o Geometric-center laws

® Peer-to-peer laws

o Laws for disk-covering and sphere-packing

@ Summary and conclusions

aint procedure over sparser graphs == fewer cons

Connectivity con
Q sele
@ select a graph whos

a graph that has same connected component;

ributed way

edges can be computed in a dis

visibility graph Tocally-cliqueless visibility graph

circumcenter CC(W) of bounded set W is center of
closed ball of minimum radius containing W'

circumradius CR(W) is radius of this ball

Informal description
At each communication round each agent:
(i) transmits its position and receives its neighbors’ positions
(ii) g of point set comprised of its neighbors and
of itself
(iii) moves toward this circumcenter point while remaining inside
constraint set




Mlustration of the algorithm execution

@ Models for multi-agent networks

@ Rendezvous and connectivity maintenance
e Maintaining connectivity
o Circumcenter algorithms
o Correctness analysis
o Time complexity analysis

@ Deployment
@ Multi-center functions
o Geometric-center laws
® Peer-to-peer laws
o Laws for disk-coverir

» and sphere-packing

@ Summary and conclusions

Robotic Network: Sgigc with a discrete-time motion model,
with absolute sensing of own position, and
with communication range r, in R?
Distributed Algorithm: circumcenter
Alphabet: L =R?U {null}
function msg(p, i)
1: return p
function ctrl(p, y)
1 Pgoal = CC({p} U {preva | for all non-null preva € y})
v

2 X = Xae(p, {Preva | for all non-null p,eyq € y})
3: return fti(p, pgou, X) — p




emapT: X — X
o consider the sequence {z}¢>0 C X with

wev1 = T(x)

Assume:

Q@ W C X compact and positively invariant for 7'
convex hull

: W — R non-incre

relative convex hull ng along T'

and T' are continuous on W

Lyapunov function: diameter or perimeter of convex hull ]

1f 2o € W, then
Let S be a set of points in R? o

@ CC(S) belongs to co(S) \ Ve(co(S))
@ pick p € S\ CC(S) and r > maxyes [[p —¢|l.  Then, for all g € §

x> {we W

U(T(w)) = U(w)}

(more precisely, largest invariant set thereof, intersected with level set)

the open segment (p, CC(S)) has nonempty intersection with B

Circumecenter algorithms are nonlinear discrete-time dynamical systems
o1 = fxe) @ Fixed undirected graph G, define fixed-topology circumcenter

algorithm
To analyze convergence, we need at least f continuous — to use classic . .
LRy dyn e g
Lyapunov/LaSalle results fo: RN = R, feilpr,-- - pn) = fti(p Pgoat; X) — p

But circumcenter algorithms are discontinuous because of changes in Now, there are no topological changes in fe, hence fg is continuous
interaction topology

@ Define set-valued map Tcc : (R?)" = (R9)"

Tec(prs--.pn) = {fa(p1. ..., pa) | G connected}




° T: X = X with T(2) = {Ti(2)}ic; for finite I
@ consider sequences {x¢};>0 C X with

2021 € T(xy)

evolution starting from Py is contained in co(Fp)

Tcc is finite collection of continuous maps
each map is circumcenter algorithm at fixed connected topology

define U = diameter of convex hull = maximum pairwise distance

U is non-decreasing along each of the maps Tcc

Application of convergence thm: trajectories starting at Py converge to

{P € co(Py) | 3P’ € Tee(P) such that diam(P’) = diam(P)}

Additionally,
@ V is strictly decreasing unless all robots are coincident

@ all robots converge to a stationary point, again because co(Fp) is invariant

e finite collection of maps T;: X — X forie I
o consider a sequence {z}/z0 C X with
Tep1 = Ty (we)

Assume:

Q@ W C X compact and positively invariant for each T;
@ U: W — R non-increasing along each 7;
@ U and T; are continuous on W

If 2o € W, then
20— {w € W | U(Ti(w)) = U(w) for some i}

(more precisely, largest invariant set thereof, intersected with level set)

tness of the

TCUIC

Ford €N, r € Rog and € € R, the following statements hold:
Q on Sqisk, the law CC,,m,mm\m (with control maqmmde bounds and

relazed G s) achieves T;
@ on Sip, the law CCy; achieves T.
Furthermore,

@ if any two agents belong to the same wnneLted component ai le No then

they continue to belong to the same
and

@ for each evolution, there exists P* = (pi,....p},) €

@ the evolution asymptotically approaches P*, and

@ for eachi,j € {1,...,n}, either p} = p}, or |[pf — pille > 7

(RY)™ such that:

Similar result for visibility networks in non-convex environments




Push whole idea further!, e.g., for robustness against link failures

O

topology Gy

topology G2

topology Gs

Look at evolution under link failures as outcome of nondeterministic
evolution under multiple interaction topologics

P — {evolution under Gy, evolution under G, evolution under G3}

@ Models for multi-agent networks

© Rendezvous and connectivity maintenance

o Maintaining connectivity
o Circumcenter algorithms
o Correctness analysis

@ Time complexity analysis

@ Deployment

@ Multi-center functions

o Geometric-center laws

® Peer-to-peer laws
covering anc

o Laws for d

@ Summary and conclusions

{ sphere-packing

r) on RY)

Corollary (Circumcenter algorithm over Ggiqc

For {Py,}men, synchronous execution with link failures such that union of any
£ €N consecutive graphs in ezecution has globally reachable node

Then, there exists (p*, ..., p*) € diag((RY)") such that

Py — (p*,....p%") as m— +oo

Proof uses

Teco(P) ={fg, oo fa(P) |
UL_, G has globally reachable node}

Theorem (Time complexity of circumcenter laws)

Forr € Ry and € € ]0,1[, the following statements hold:
@ on the network Sgisk, evolving on the real line R (i.e., with d = 1),
LG (Gr G re— IO )%
@ on the network Spp, evolving on the real line R (i.
TC(Tre)rendenvonss CLeircumcenter) € ©(n? log(ne™1));

i

S

with d = 1),
and

Similar results for visibility networks




For N > 2 and a,b,c € R, define the N x N Toeplitz matric

b ¢ 0 0
a b e 0
Trid, (a.b,c) = .
0 a b ¢
0 0 a b
0 0 a
0 00
Circ,(a,b, ¢) = Trid,(a,b,¢) + .
0 0 00
0 00

To be studied for intes

ing a,b, c:
s whose 2nd cigenvalue converges to 1 as n — 400

Let n>2, ¢ €]0, 1[, and a,b,¢ € R. Let ,y: Ng — R" solve:

a(C+1) = Trda(a, b, ) a(0),  2(0) =
y(€+1) = Circy(a,0,0)y(0),  y(0) = yo.

<

Q@ if o =c#0and |b +2]a =1, then limy_ ;o z(f) = 0, and the maximum
time required for [|z(£)|2 < €||zol> is ©(n* loge *);

@ ifa#0.c=0and0< b < 1, then lim_ 4 x(f) = 0, and the maximum

time required for ||z(£)||2 < €||zoll2 is O(nlogn +loge1);

Q@ ifa >0 ¢>0b>0 and a+b+c=1, then limy_ o y(£) = Yavel, Where
117y, and the maximum time required for

velll2 < €[y — Yavell2 is ©(n%loge 1),

Yave

[ly(€) =1

For n > 2 and a,b, ¢ € R, the following statements hold:
@ for ac # 0, the cigenvalues and eigenvectors of Trid,(a, b, ¢) are, for
i€{l,...,n},

b+ 2(:\/§cos (W%l) . and
(&) 5n (555) - (&) n (55T

@ the eigenvalues and eigenvectors of Circ,(a, b, c) are, for w = exp(
and for i € {1,...,n},

2: 127
b+ (a+c)cos (%) +V=1(c - a)sin (%) _and

w(u*l)L]T.

QW\/—T)

"

[1, ot ey
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@ place n robots at p = {p1,...,pn}
e partition environment into W = {W1,..., W, }

DESIGN of performance metri
@ how to cover a region with n minimum-radius overlapping disks?

o define expected wait time:

@ how to design a minimum-distortion (fixed-rate) vector quantizer Hexp(p, W) = /ﬂ' [lg — p1lldq + llg = pnlldq
@ where to place mailboxes in a city / cache servers on the internet? B
o or more generally
ANALYSIS of cooperative distributed behaviors n
TI7 - Hog W) =3 [ (o= nil)ota)aa

@ how do animals share territory? TN =W

how do they decide foraging ranges? * where:

how do they decide nest locations? 2 > L ¢: RY — R density

Eta =N f:Rsg — R non-decreasing and picce-

wise continuously differentiable, possibly

@ what if each vehicle goes to center of mass of own dominance region?
with finite jump discontinuities

@ what if each vehicle moves away from closest vehicle?




Let (p1,..., Pn) € Q" denote the positions of n points

Hen0 1) =3 [, 200a = ot

The Voronoi partition V(P) = {Vi,...,V,} generated by (p1. ..., pn)
Vi={qeQ| la-pll < llg—psl, Vi #i} Theorem (Lloyd 57 “least-square quantization”)
= Qn, HP(pi,p;)  where HP(p;,p;) is half plane (pi, p;) @ at fized positions, optimal partition is Voronoi
. optimal positions are “centroids”
a
R Q alternate W-p ion leads to local

Tn terms of Voronoi partition,

Honlp Z / £la ~ pil)ola)da

For f smooth

OMHexp P / ' p
o )= (,p f (llg = pill) (a)da
rise to (J(W, p) moment of inertia and CM(W') center of ms / 0

t q
OVi(P,

i) (o). ) olaba
Haw = 3 HVip) =3 (Vi CMCVR) + 3 areag(V)ls = CMUR)IE SO NIRRT

j neigh i ¥ Vi(

o(q)dq

contrib from neighbors

f(x) = —1j0,q)(%), a € R>q gives rise to

Harea,a(P, Zarea@ (P) N B(pi,a))




For f smooth
OH,

o )=

)
> f
vi(P) Opi

3 94,

e[l ) o) g olaa
Jovi(P) Pi

(llg = pill) (a)dq

dq |
[ ) ta). 5 yoa)da
avi(P) pi

Therefore,

9
— —pill) 6(q)de
oy ! =D olada

Dscn(f) (finite) discontinuities of f
7 and f,, limiting values from the left and from the right

Ezxpected-value multicenter function Hexp: S™ — R is
Q globally Lipschitz on S™; and

@ continuously differentiable on S™\ Scoine, where

Bhenipy= [ il pil)ota)da

Ipi Vi) Opi
£ (@) | Mo B (0(0)d0
aeg(f)( - ) V,(P)ﬂc’iﬁ(p,.a) t.B(pi,a)

= integral over V; + integral along arcs in V

Therefore, the gradient of Hexy is spatially distributed over Gpy

Distortion problem: continuous performance,
OHais .
TOREHP) = 2areas(Vi(P)(CM(VE(P) = )

Area problem: performance has single discontinuity,

OHarea,a
e (P):/ N B, (@)0(0)dg
Vi(P) N 9B(pia)

.
4
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Uniform networks Sp and S of locally-connected first-order agents in a
polytope Q C R? with the Delaunay and r-limited Delaunay graphs as
communication graphs

All laws share similar structure
At each communication round each agent performs:

@ it transmi

its position and e its neighbors’ positions;
o it computes a notion of geometric center of its own cell
g to some notion of partition of the

determined accor
environment
Between communication rounds, each robot moves toward this center

final configuration

For € € Rwq, the e-distortion deployment task

true, if [[pll — CM(VII(P))|, <€ i€ {1,
false, otherwise

Te.distor-aply (P) = {

Robotic Network: Sp in @, with absolute sensing of own position
Distributed Algorithm: VRN-CNTRD
Alphabet: L =R?U {null}
function msg(p,i)
1: return p
function ctrl(p,y)
1: V= QN (N{Hpppews | for all non-null peeva € y})
2: return CM(V) — p

Robotic Network: Syenicles in Q with absolute sensing of own position
Distributed Algorithm: VRN-CNTRD-DYNMCS
Alphabet: L =R?U {null}
function msg((p,6),)
1: return p

function ctrl((p, ), (Psmpid, Fsmpla): ¥)

12V i= QO (({ Hpupyyia ey | for all non-null preva € y})
2 0 1= —kprop(cosf, sin0) - (p — CM(V))

& = 2y arcton (I cosg) - SO

4: return (v,w)




Robotic Network: Spp in @ with absolute sensing of own position and with
communication range r
Distributed Algorithm: LMTD-VRN-NRML
Alphabet: L =R%U {nul1}
function msg(p, i)
1: return p
function ctrl(p,y)
1 V= Q0 (N{Hpppews | for all non-null pyeva € y})
2 0= [y, 5) ow Bip 1) (0)9()da
g A= max A0 ]
4: return \v

T, ) $(@)d s strictly increasing on (0.X]}
;

initial configuration gradient descent final configuration

initial configuration gradient descent final configuration

For r,e € Rso,

T -r-avea-dply(P)
_ {tr“e' if | /\r’\'l(l’)mdﬁqu.g) Nout, B(plid 77)(0)65((1)‘1‘7”2 <ede{l,...,n}

false, otherwise.




Ford e N, r € Rug and € € Rwq, the following statements hold.

@ on the network Sp, the law CCypy_cxrro achieves the e-distortion
deployment task Tc_gistor-dply- Moreover, any ezecution monotonically
optimizes Hajst

@ on the network Syenicies, the 10w CCypx-oxrmpovnics achicves the
e-distortion deployment task T, asior-aply- Morcover, any execution
monotonically optimizes s,

@ on the network Spp, the law CCpyrp-vansru. achieves the e-r-area
deployment task Te_r_arca-dply- M er, any
optimizes Hare

Takahide Goto, Takeshi Hatanaka, Masayuki Fujita

Tokyo Institute of Technology

Assume diam(Q) is independent of n, r and ¢

Assume the robots evolve in a closed interval Q C R, that is, d =1, and
assume that the de: 1. Forr € Rso and € € Rxo,
on the network Spp

TC(Ter-distor-arca-dplys Clnro-Vas-cxtp) € O(n* log(ne ™))

Open problem: characterize complexity of deployment algorithms in higher
dimensions

Optimal Distributed Coverage Control
for Multiple Hovering Robots with
Downward Facing Cameras

Mac Schw:

Brian Julian
Daniela Rus

Distributed Robots Laboratory, CSAIL

Mac Schwager, Brian Julian, Daniela Rus
Distributed Robots Laboratory, MIT
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@ Random communication between two regions
@ Compute two centers
@ Compute bisector of centers

@ Partition two regions by bisector

P. Frasca, R. Carli, and F. Bullo. Multiagent coverage algorithms with gossip communication:
control systems on the space of partitions. In American Control Conference, pages 22282235, St

Louis, MO, June 2009

“Voronoi partitioning + move to center” laws require:
@ synchronous & reliable communication

@ communication along edges of “adjacent regions graph”

o is synchrony necessary

to icate peer-to-peer (gossip)?

o is it




<
*] missing i
(=] is not finite-dimensional
non-convex disconnected polygons
arbitrary number of vertices
Q is not deterministic, ill-defined and discontinuous

ntroid

two regions could have same

disconnected /connected discontinuity

@ depending upon communication model, motion protocol for
deterministic/random meetings

Given sets A, B, and are:

AAB = (AUB)\ (AN B), da (A, B) = measure(AAB)

Standard coverage control

robot i moves towards centroid of its Voronoi region
N

> /W T =

i=1"

Hexp(P1,-- 5

Peer-to-peer coverage control

region W; is modified to appear like a Voronoi region

Hom(Wy -, W) = 3 [, 201eM07) oty

Definition (space of N-partitions)

W is collections of N subsets of @, v = {W;}
Q@ int(W;) Nint(W;) = 0 if i # j, and
o UL wi=Q
@ cach W, is closed, has non-empty interior and zero-measure
boundary

Theorem (topological properties of the space of partitions)

W with da(u,0) = SN, da(us, W;) is metric and precompact




o X is
o finite collection of maps Tj: X — X fori e I
o consider a sequence {x;}¢>0 C X with

o1 = Tyey(we)

Assume:
@ W C X compact and positively invariant for each T;
@ U: W — R decreasing along each T;
@ U and T; are continuous on W

If 29 € W, then

¢ — (intersection of sets of fixed points of all T;) N U

@ Models for multi-agent networks

@ Rendezvous and connectivity maintenance
o Maintaining connectivity
o Circumcenter algorithms
o Correctness analysis
o

I'ime complexity analysis

@ Deployment
@ Multi-center functions
o Geometric-center laws
® Peer-to-peer laws
o Laws for disk-covering and sphere-packing

@ Summary and conclusions

o finite collection of maps Tj: X — X fori €
o consider sequences {z;};>o C X with
ey = Tiey(we)

Assume:
Q@ W C X compac
@ U: W — R decreasing along

and positively invariant for cach T
T,

@ U and T; are continuous on W

If zp € W, then

2, — (intersection of sets of fixed points of all T},) N U~ (c)

“move away from closest” “move towards furthest”

Equilibria? Asymptotic behavior?
Optimizing network-wide function?




sm

min{[lp—q|||¢ € 0Q}  Lipschitz
Igo(p) = max{|lp—ql||¢ € 9Q}  Lipschitz

0 dsmg(p) © pelC(Q)
0€ dlgg(p) = p=CCQ)

Locally Lipschitz function V are differentiable a.e.
Generalized gradient of V' is

v

r) = convex closure{ lim VV () |z — x, z; ¢ Qv U S}

Evolution of V along Filippov solution ¢ — V(x(t)) is differentiable a.e.

%V(:x(l,)) € LxV(a(t) = {a € R | I € K[X](z) s.t. C-v =a, Y € DV(x)}

set-valued Lie derivative

LaSalle Invariance Principle
For § compact and strongly invariant with max £xV (z) < 0
Any Filippov solution starting in S converges to largest weakly

invariant set contained in {L cSloelx v(:L)}

E.g., nonsmooth gradient flow & = — Ln[dV](x) converges to critical set

+ gradient flow of smq  p; = +Ln[@smg](p) “move away from closes
— gradient flow of lgg, s = — Ln[dlgg](p)

“move toward furthest”

For X essentially locally bounded, Filippov solution of & = X(z) is
absolutely continuous function t € [to, ] — a(t) verifying

@ € K[X](2) = cof im X(w:) |2 =, z: ¢ S}

For V locally Lipschitz, gradient flow is & = Ln[0V](x)

Ln = least norm operator

nove away, from closest Pi

+Ln(dsmy,(p))(pi)
“move towards furthest”:

at fixed Vi(P)
—Ln(@ ‘g\r’,(P))(Vv)

at fixed V;(P)

Aggregate objective functions!

Hep(P) = min sm,

(70) = min [3lp: = s dist(pi, 0Q)]

Hac(P) = max lgy,(p)(pi) = max [min g — pill]




Critical points of H, and Hge (locally Lipschitz)
o If 0 € int @H,,(P), then P is strict local maximum, all agents have same
cost, and P is incenter Voronoi configuration
o 1f 0 € int 9Hac(P), then P is strict local minimum, all agents have same
cost, and P is circumcenter Voronoi configuration

Aggregate functions monotonically optimized along evolution

min ELn(()smv“»\)Hsp(P) > 0‘ ‘ max £_ Ln(@ gy () Hae(P) <0

Asymptotic convergence via nonsmooth LaSalle principle
e Convergence to configurations where all agents whose local cost coincides
with aggregate cost are centered
o Convergence to center Voronoi configurations still open

Robotic Network: Sp in @ with absolute sensing of own position
Distributed Algorithm: VRN-NCNTR
Alphabet: L = R%U {null}

function msg(p,i)
1: return p
function ctrl(p,y)

1V = QN (N {Hppyes | for all non-null preva € y})
2: return z € IC(V) —p

Robotic Network: Sp in @ with absolute sensing of own position
Distributed Algorithm: VRN-CRCMCNTR
Alphabet: L = R?U {nul1}
function msg(p,i)
1: return p
function ctrl(p,y)
LVi=Qn(N (H,, peeva | for all non-null preva € y})
2: return CC(V) —

For ¢ € Ry, the e-disk-covering deployment task

if [ — CC(VII(P))[l2 < e, i € {1
otherwise,

true,

Te-de-aply(P) = {

false,
For ¢ € Rsy, the e-sphere-packing deployment task

if dista(pU, IC(VI(P))) <€, i € {1,....n},
otherwise,

true,
Tesp-aply(P) = {

false,

Ford €N, 1 € Rug and ¢ € R, the following statements hold.

@ on the network Sp, any execution of the law CCypy-crementn Mmonotonically
optimizes the multicenter function Hac;

@ on the network Sp, any execution of the law CCypn-yontr Mmonotonically
optimizes the multicenter function Hyp.




@ Models for multi-agent networks

@ Rendezvous and connectivity maintenance
@ Maintaining connectivity
o Circumcenter algorithms
o Correctness analysis
°

Time complexity analysis

@ Deployment
@ Multi-center functions
o Geometric-center laws
o Peer-to-peer laws
°

Laws for disk-covering and sphere-packing

@ Summary and conclusions
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Visibility-based deployment, Target assignment
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Synchronized patrolling Boundary estimation
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Examined vatious motion coordination tasks
@ rendezvous: circumcenter algorithms
@ connectivity maintenance: flexible constraint sets in
convex/nonconvex scenarios

@ deployment: gradient algorithms based on geometric centers

rrectness and (1-d) complexity analysis of geometric-center control
and communication laws via

@ Discrete- and continuous-time nondeterministic dynamical systems

@ Invariance principles, stability analysis

@ Geometric structures and geometric optimization

@ network modeling
network, ctrl+comm algorithm, task, complexiy
coordination algorithm

optimal deployment, rendezvous
adaptive, scalable, asynchronous, agent arrival/departure

ystematic algorithm design

o meaningful aggregate cost functions

o geometric structures

o stability theory for networked hybrid systems

@ Literature full of exciting problems, solutions, and tools:

Formation control, . flocking, coll

g . boundary cooperative control over constant
graphs, asynchronism, delays, distributed . spatial
estimation, data fusion, target tracking, networks with minimal

bilities, target vehicle and energy-c 1

muuon. vehzcle routing, dynamic servicing problems, load balancing,
robotic implementation:




